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Abstract

In traditional packet networks, like the Internet, the amount of computation performed on the packets is extremely
limited or is performed in an ad hoc manner. As the Internet grows there is an increusing demand by users t
perform user-driven computations or services inside network nodes. In many cases. these services are implemented at
nodes, such as firewalls, which adopt the jucade of routers but perform application-specific processing that
transcends conventional architectural guidelines.

In an active network, the routers or switches of the nerwork can be programmed to perform customized computations,
in a systematic manner, on data packets. For example, routers in active nenvorks can perform functions like data
compression, Issuing source quench messages to the source or previous router and so on.

This paper proposes the use of active networks to address the problem of congestion in computer networks. A second
goal of the paper is to vse purallel processing 1o optimise resource usage amongst the active nodes of the network.
We report experimental results of a simulated active network as well as a preliminary real implementation of an
active nerwork.

Keywords: Active Network, Parallef Processing
1 Introduction

The emergence of Active Netwerks technology has attracted many -academics and researchers to
become involved in the development of this technology. Active networks have potentially much
to offer the Information Technology world. First, making use of this technology can reduce the
time required for the standardization process of new network services. Second, active networks
shift the conventional network paradigm: from a passive node that only transfers bits to a more
general processing engine like an end station which supports customized computations on user's
data. Furthermore, active networks can also be used for enabling on-the-fly modification of
network functionality, for example to adapt to changes in link conditions.

As the routers in active networks are more general computing engines, computations that would
otherwise be delayed and performed at the end station can be performed earlier at the router
level. This can potentially lead to the reduction of congestion and the minimization of
communication costs. The use of active networks potentiaily creates a huge amount of
computations inside network routers. Parallel processing can be used to speecup those potential

9960-07-187-1 (©) KFUPM
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computations. We envisage that parallel processing will be a powerful tool when used in
conjunction with active networks. This is more so in a LAN environment when the load
distribution on the nodes in a LAN is skewed with some machines heavily loaded and others
lightly loaded. These two technologies can be used to good effect by taking advantage of the
low-communication latency of a typical LAN.

In this article, we set out to use a synergy of these two techniques in a LAN environment; use
active networks to address the issue of congestion and to use parallel processing to improve the
performance and resource utilisation of the underlying active network.

The remainder of this paper is organised as follows. In the next section we present the general
architecture of an active networks system and the two main implementation alternatives
highlighting our implementation choice. The PVM architecture is described in Section 3. The
experimenta] set-up and analysis using the simulation system is described in Section 4. Section 5
highlights the (simplifying) assumptions in our simulations and puts our results into proper
perspective. The expenmental analysis using the real-time system is descrnibed in Section &. The
advantages offered by implementing the hybrid technology are discussed in Section 7. Section §
concludes.

2 Active Network Architecture

The general architecture of the active network is made of three main layers, as shown in Figure
1. These layers are the active application layer, the execution environment layer and the node
operating system layer. The application layer is used to add certain applications that are to be
processed at the node when active processing on the capsule is performed. The execution
environment layer is to do the active processing on the capsule. The operating system that lies
behind the execution environment is called as the node operating system layer. We note here that
ajthough our system works in a heterogeneous environment, some of the services supported at
the node operating system layer are usually dependent on a particular operating system.

Active
Applhcation
Execution EE 1 EE 2 s00 1Pvé
Environments — —r b
D |'H \.\'\\\‘\' l'\' \‘ / /’; \'l
i . ~. : " Mgrmd

'———-\J\ ————— -&-—--/—————-—\g'-—— .EE _————

f
Noce 05 | i f l- ! l ) OO o (==l

channels stare

.
<

Figure 1: Active Network Architecture {1]
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The most important layer that contributes most to the ‘active‘ term of active network is the
execution environment (EE). It is in this layer that a new service from the local machine is
uploaded and the request from other machines for a new service is submitted and processed. The
EE deals with network operating system and service layer. A packet is directed to the EE in order
to access network services.

In Java architecture, the EE lies above the Java runtime and under the, service layer. From the
Java point of view the architecture of Active Network is as depicted in Figure 2.

The active network paradigm allows programs to be injected into an active node. A Program may
reside in a switch/router (2, 3, 4] and is activated in the EE only after the packet {i.e., capsule)
from the client that carries identifiers or reference to the code, is processed and verified. Another
approach allows the packet carries the whole code [3, 6, 7]. In the latter approach, the node is
also active in the sense that it allows computation up ta the application layer.

Application

Execution Environment

e

|

Java Runtime

Linux Kemel J

Ethemet for [Pv4 or IPv6 Network
Figure 2: Java Architecture and EE -

We prefer for our active network platform that the packet carry only identifiers or references to
the services that reside in the node due to the following reasons:
1. [t maintains the packet size to minimum.
2. The idea is to optimise the resources available on every machine connected to a LAN.
Code can be stored in non-exhaustive machines.
3. The packet can be designed in conformity with the parallel processing architecture of
interest.
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3 Parallel Virtual Machine (PVM) For Resource Usage Optimisation

The essence of using the PVM in our experiments here is to avoid making a particular node as a
computation hot-spot and to ensure that computing resources are optimally utilised, as much as
possible. By Amdahl’s law, processing speed can be increased by exploiting parallelism.

S(n) = Execution time using one processor /
Execution time using a multiprocessor with n processors.
=t/ :

Maximum speed up, S(n) =t/ [ft;+ (1 -f)t;/n]
=n/[1+(n-1)f]

Efficiency = Execution time of one processor /
{Execution time using a multiprocessor * number of processors]

A major bottleneck that hinders effective exploitation of parallelism is (data) dependency among

“the various instructions in a given code sequence. If dependency among the instructions is high
then exploiting parallelism may not yield any positive dividends. Therefore in Figure 3, better
parallel behaviour will be obtained when the value of the sequential section, f, is low.

Normally one type of operation is performed, like file transfer using FTP, in an active networks
session. Once a router learns the processing steps of a session from analysing a packet during the
session, it can decide whether or not the exploitation of parallelism 1s worthwhile in the session.
Such router decision, based on single-packet processing in a session, s, most of the time accurate
and makes worthwhile the exploitation of parallelism.t
43

& (10 .
Senal Section Parallelizable Sections
(a) One processor ] } ................. { l
() Mutiple | f
frocessars

R processors

Figure 3 : Amdahl’s Law (8]




An important factor in the use of PVM to exploit parallelism is the physical separation of the
networked computers due to cormmunications costs. Our initial implementation considers an
active networks system within a LAN setting.

3.1. Parallel processing part

As highlighted earlier, we use PVM in our active networks system to exploit parallelism. The
PVM system runs on both Windows as well as Linux platforms. Although our system is
heterogeneous, it works well as a homogeneous system.

The router or the switch is used to run the PVM software and the other connected machines run
the PVM Daemon. Once the router receives a job to be processed, it distributes the job and
executes it in parallef with the help of other computers that run the PYM daemon.

3.2. Pipelining

Pipelining is the means by which more than one unit (routers in our case) can operate on an input
incrementally and in parallel. If we are using a connection-oriented data transfer method using
TCP sockets in Java, then we can use the concept of pipelining to exploit parallelism. This can
be done by making the routers handle different set of jobs, by sharing their respective jobs
among their PYM Daemons.

4 Experimental Setup

The set-up of our experiments consists of a 16-node network designed and simulated using
OPNET, a powerful tool for designing and simulating computer networks. Our network model
shown in Figure 4 consists of 4 subnets each comprising of 4 nodes. We made use of OPNET’s
random packet generation algorithm at each of the nodes. We implemented a static routing
algorithm that fixes the next router through which packets can be forwarded from the current one
based upon the destination subnet and the host address present in the packet. In order to matntain
a backup route for various routes, we assign secondary routes too. The node part of the host and
the hub are shown in Figure 5.

Figure 4. Our Network Architecture
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Figure 5: Node diagram of the host and the hub
4.1. Packet Format

Source Destination |Protocol| Packet Timestamp | File Name | Data
Address Address Type

The packet format for our capsule-based active networks system is as follows:

The source, destination addresses and the protocol are used for the access control permit Of
denial of the packet. The packet type is used to identify whether the packet is a data packet or an
IP/SQ packet. The timestamp is used to calculate whether there is a need to generate Source
Quench packet. The file name and data contains the name of the file and the data, which 1s
carmied by the capsule.
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4.2. Processing part of host and hub

The processing portion of the host and the hub are shown in Figure 6. The host’s “init” part is
used to make the packet destination address generation to fall between 0 and 15. The generated
packets are then forcibly sent to the idle part. The transmitter then transmits the packet along any
one stream -Jepending upon the destination address specified.

The destination address is checked at the hub and the packet is forwarded in the respective
transmitter stream. Once the packet reaches the destination, the packet is now processed to
identify the time 1t has taken to reach the destination from the source. Depending upon the time
duration taken the source quench message is generated to the source. Being a simulated system,
the whole setup is executed on one machine. The time at the source and destination are
synchronized. But for the real-time systems, we use the Round Trip Time [RTT - Time taken for
the capsule to travel from source to destination and back] as the means to calculate the time
duration. ’

1 (SRC_ARRVL)
;

Figure 6: Process module of the host and the hub

As an example, let us suppose that the result of some computation is to be transmitted from
node-0 to node_15. The data can pass either through hubs [0, 2 and 3] or [0,1 and 3] (Figure 4).
PVM resides in active routers (hubs) and also in all the nodes. When the data is passing through
the first router, the router will partition the computation to be performed on the data into many
modules based on availability of nodes. Each module along with its associated data is sent to one
PVM process, which is virtually connected and running in parallel at different nodes connected
to the router. The nodes will process the data and send the result to the router. Then the router
will forward the accumulated results to the next router, which also forwards the result to the
destination [node_15]. Congestion is controlled in the router itself, since the router is active and
it can run congestion control algorithms.

In our experiments reported in this paper, we simulated the throughput and utilization of our

network in order to demonstrate the potential practical usefulness of our ideas. Throughput,
utilization and ETE delay are defined as:
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Throughput (Packets/sec): represents the average number of packets successfully received
or transmitted by the receiver or transmitter channel per second.

Utilization: represents the percentage of the consumption of data of an available channel
bandwidth, where a value of 100.0 would indicate full usage.

ETE delay: End-to-End delay is the time taken by the packet to reach the destination from
the source (one end to other end). The packet creation time is calculated.

Figures 7 and 8 respectively depict results of our simulated network’s ETE delay between source
to hub, hub to hub and hub to destination and ETE delay between source and destination. Figures
7 and 8 each has two component graphs; the graph in the upper part shows the result obtained
when the active version of the network is simulated and that in the lower part shows the result for
the corresponding non-active network. Apart from the active and the non-active differences in
the models, the data used in the experiments is the same and all expenments were conducted
under the same (as much as possible) network conditions using OPNET kemel procedures. The
simulation of both active and non-active system is done using the simulation parameter that is set
before sirmnulation of the network.

The horizontal axes in the figures 7 and 8 represent the simulation time in seconds. The vertical
axes in these figures represent transmission time.

Pk sw-_ou_b4'_~’a . u

‘ETE. delap.ub

£l

0O H N W d 1o

Psw_out4_nomacitive
N . rTE delay hub

OHNUWwrtRAG

T 1
Olm.‘ . - Sm . 10m

N

Figure 7: Comparative ETE Delay of the hub of the Active and Non-active Systems

Figure 7 reveals that the ETE delay in the hub is smaller for each packet in the case of the active
system. This is because after doing computations on the data in the routers, only results of the
computations are passed to the destination where the resultant data is typically smaller in size
compared to the original data sent by the source. Here, packets destruction is also done based on
the following conditions.
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I. The number of hops the packet has passed-by has reached the maximum lmit. This is
recorded in the TCP header itself. ’

2. The packet is destroyed if it is known that the packet may not reach the destination.

The network traffic is high. This can be known by using the ETE delay time.

4. If n packets are sent and k<n packets are sufficient to transmit the results of processing
the n packets at the routers, then the excess a-k packets are destroyed.

(8]

Iy

H NG dOA QW

Figure 8: Comparative ETE Delay between the source and the destination of the Active and
Non-active Systems

The ETE delay between source and destination is also smaller [Figure 8] in active system
because the result of computation is transmitted from the router to the destination. Since in our
case the size of the resultant data is smaller the ETE delay is also smaller. The opposite will be
true if the result is larger than the raw data. The simulation time ajso decreases when compared
to the non-active system, because the computations are done in parallel. Throughput of the active
and non-active systems is the same. In the above graph, the density of the peaks in non-active
part is more than the active part because in the active system, fewer numbers of packets are
transmitted when compared to non-active system.

5 Limitations Of Our Simulation System Experiment

First we note that although our system is simulated, real computations are performed on the host
computer in a separate process from the OPNET simuliation, typically executing C programs and
making system calls, in order to respond to the OPNET simulation tool. In a concrete (non-
simulated) system the parailel computations will be performed on more than one machine.
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6 Experimental Analysis Using Real-Time Application System

We have set-up an active network platform with three computers. Two computers each act as an
end system and the other computer is treated as a router. The configuration is shown in Figure 9.

Computer C b
v Active Router
- 196.1.65.161
PVM
Computer B Computer A
196.1.65.177 196.15.37.223
PVMD (Java Server) PVMD (Java Client)

Figure 9: The Configuration Scenario

Although the machines are physically connected through the Ethernet, we arranged that
communication be made through the router, which is a Personal Computer (Computer C). PVM
resides in the active router and Computer A and Computer B act as PVM daemon.

The current implementation is written in Java and runs as a user-level process under Linu:
Windows 98 and Windows NT. We choose Java because of its support for safety and mobility.
Other reasons are its flexibility as a high-level language and support of dynamic linking/loading
and multi-threading.

The user interface developed is run at both the client and the server side. The server side
executes the appropnate protocol (TCP or UDP). The client part finds out the source address by
using the Java program. This is done so as to make sure that the user doesn’t enter any invahd IP
address or false IP address. The user is then asked to supply a destination address, a transmission
protocol, a flag setting whether the packet is active or non-active, and if it is an active packet, th
application can be run at the router. Then, the packet is formed as shown in Figure 10.

Active/ - - IP address IP address . File File contents
non-active flag Destination subnet destination Name

Figure 10: Packet Format

After the user provides the information for the packet, the access control checking is performed
The access control list (ACL) specifies whether a user from the specified source is aliowed
access a machine with the respective protocol. To do access control, the source and destinati+
[P addresses along with the protocol [Extended Access Control] are used and verified for the
permission or denial of access. Updating the ACL is done by the administrator because &
password is required. After access control check, the packet is checked for the next hop using the
routing information. The packet is then sent to the next hop using socket application.
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Upon arrival of the packet, the router processes the packet and identifies any processing to be
done. [f there is any processing, it is performed at the router. The main advantage here is that the
process currently existing can do both PYM onented parallel job as well as Matlab applications.
Thus a wide variety of applications can be done at the router itself. The processing done is
mainly based on the content of the packet. The packet may also contain certain code segments
that are copied from the source. These segments could also be processed at the router level. The
code pieces that are executed at the router level can be C or Matlab programs or both. The
processing of C from Java is done using Java Native Interface.

Our FANS (Friendly Active Network System) user interface consists of a sender part and a
receiver part. The initial appearance of the user interface is depicted in Figure 11.

(5 Active Netwarks Ves 2.1 oy 3 ||

Fia- ek ST e TR e - N TEA e B e
Desunation Receiver Part
!1961 65.161 "l

Protocoi:
Protocol:
TP =]

[Fer =]

Receiver's information
what to run:

Szl Y oS
Is -~ > Acive Netwarkalavek
catclass.dat " By KFUPM AN Graay.
hello.c *1'5th F soruary 200% — ¥
ivgroup ~1 e - o
Sender's informaton -

] -

Run Recaherl

Multicast Recaivar |
AN

[~ Non-active packat

Run Sander I Claar l Muiticast Sender ]

Figure 11: FANS User Interface

The active scenario is designed as follows. A user in Computer A wants to do some computation
on some data by using an application (for example, Matlab) which does not exist on that
machine. The user wants to send the result of the application to another Computer B. In addition,

" the machine A has neither room to run that application nor to store the result. However, there is a
similar application stored in a router, and there is enough room to store the result in Computer B.
To accomplish the task, Computer A sends an active packet to the router to activate PVM. The
PVM then sets up a virtual connection between Computer A and Computer B. The Matlab runs
tn paralle! at the router and at Computer B. The result is then stored in Computer B. After the
result is obtained and stored, the PYM is then deactivated and all the virtual connections are
released.

7 Advantages

From our scenario and implementation, we have demonstrated that the combination of Active
technology and Parallel processing offers several advantages:
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1. It makes optimal use of the resources in a LAN system in a distributed manner.

2. With the help of active networks technology, the machine that has no room to run an
application can do so by sending active packet, with an identifier to the requested
application, to one of the other machines that has that application and has also enough
memory to run the application. In addition, it is even possible to save the result to another
machine with huge memory capacity.

The application can run faster as it is processed in parallel.

4. The application code can be injected and run in the network only if necessary and
therefore efficiently use the resources.

Many applications may run simultaneously given that new applications may be released
on-the-fly.
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8 Conclu.sion And Further Work

There 1s increasing demand by users to perform custom computations or to support user-driven
services in traditional networks. Such demands are typically realized through implementations in
firewalls in an ad hoc manner. This paper proposes the use of active networks to handle user-
driven services in a systematic way.

We designed and simulated a [6-node network using OPNET, a repertoire of tools for modelling
and simulating computer networks. Our experimental results show a great potential of the use of
active networks for congestion control. A concrete system was also built as a follow-up on the
simulation. We intend to develop this system further.

A next major research direction is for us to address security issues in both the simulated and the
real systems. The issue of security in active networks is paramount especially for the fact that
packets can carry code to be executed on the routers.
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